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harmful refrigerants such as CFCs. Another advantage of
these devices is the very small number of moving partsA low Mach-number compressible flow model for the simulation

of acoustically driven flow in a thermoacoustic stack is constructed. required, potentially making them highly reliable.
The model is based on the assumption that the acoustic wavelength Unfortunately, thermoacoustic refrigerators often suffer
is much larger than the characteristic hydrodynamic lengthscale.

from poor efficiency. Means to overcome this limitation isThus, a simplified description of the flow is obtained which still
the subject of several ongoing efforts which, in particular,retains the essential features of acoustically induced velocity oscilla-

tions near solid boundaries. A vorticity-based formulation of the target more sophisticated stack and/or enclosure designs
governing equation is derived which relies on the Helmholtz decom- (e.g., [11–12]). However, these efforts are faced with sev-
position of the velocity vector into irrotational and divergence-free eral difficulties, due to lack of fundamental knowledgecomponents. Irrotational motion is used to represent the action of

regarding the flow structure in the neighborhood of theacoustic waves. Meanwhile the divergence-free velocity component
is used to capture the nonlinear vortical perturbations due to no- stack and the essential features of flow-acoustics interac-
slip boundaries. A simplified version of the model is applied to tions.
analyze unsteady flow in the neighborhood of an idealized thermo- The analysis of thermoacoustic devices has in large part
acoustic stack which consists of a periodic array of thin plates placed

relied on quasi-1D approximations. In particular, interac-in an acoustic standing wave. Computed results are used to analyze,
tions between the acoustic wave and the stack are typicallyfor different stack configurations, the nonlinear response of the

flow to different acoustic driving amplitudes and frequencies. In studied using the Stokes solution for an oscillating stream
particular, it is shown that the flow is dominated by the motion of over a plate, or analytical solution of oscillating 1D flow
vortices which result from the shedding of boundary layers from within a slot [6, 13]. The resulting predictions have been
the edges of the stack. The dependence of energy losses on stack

extensively tested against experimental data (e.g., [5, 8]).configuration and operating conditions is also examined. Q 1996
Briefly, very good agreement between quasi-1D theoryAcademic Press, Inc.

and experiment is obtained when the ‘‘drive ratio,’’ defined
as the ratio of acoustic pressure amplitude to mean pres-
sure, is small. When the drive ratio is large, however, sig-1. INTRODUCTION
nificant deviations between quasi-1D predictions and ex-

In its simplest form, a thermoacoustic refrigerator essen- perimental data occur [8]. Potential causes behind the
tially consists of a straight resonance tube and a stack of discrepancies are many; these include multi-dimensional
parallel plates (Fig. 1). By exciting a standing wave within effects, nonlinear acoustic waves and shocks, transition to
the resonance tube, a temperature gradient develops across turbulence, nonlinear flow-acoustics interactions, convec-
the stack, thereby enabling heat exchange between two tive heat transfer, and heat losses.
systems or between a system and a reservoir. This paper is part of an effort which aims at a fundamen-

The basic principle underlying this phenomenon is the tal study of the above phenomena. Here, we focus exclu-
so-called ‘‘thermoacoustic’’ effect which generally refers sively on multidimensional flow effects. Specifically, the
to interaction between sound and heat. Investigations of objectives of the present effort are: (a) development of 2D
this effect date back to the original work of Rayleigh [1], physical and computational models for the simulation of
who analyzed pressure oscillations induced by a heat the flow in the neighborhood of an idealized thermoacous-
source in a tube [2–4]. The reverse mechanism, namely tic stack and (b) application of these models to investigate
the generation of temperature gradients by sound waves, fundamentals of unsteady flow within the device.
has also been studied [5–10]. Recently, the latter applica- The adopted approach is based on a simplified, yet flexi-
tions have attracted renewed attention, because thermo- ble, physical formulation which enables us to isolate the

essential features of the flow. Since in most applicationsacoustic refrigerators eliminate the need for potential
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matrix of operating conditions and stack configurations.
Major conclusions are summarized in Section 5.

2. FORMULATION

The formulation of the physical model is based on four
major assumptions: (a) the size of the thermoacoustic stack
is much smaller than that of the resonance tube; (b) acous-
tic pressure amplitudes are small with respect to the mean,
i.e., the Mach number is small; (c) far from the stack, the
flow field is well approximated by an ideal acoustic standing
wave; and (d) the medium within the device obeys the
perfect gas law, is Newtonian, and has constant viscosity
and thermal conductivity. Thus, the low Mach-number
limit of the conservation equations provides an appropriate
description of the flow in a small neighborhood of the
stack; it is therefore adopted.

The above assumptions enable us to follow a construc-
tion which is similar to that used in a large number of
reacting flow models, e.g., [14–17]. We start from the gov-
erning equations for compressible nonreacting ideal gas
flow, normalized with respect to an appropriate combina-

FIG. 1. Schematic illustration of a thermoacoustic refrigerator. tion of characteristic length, velocity, density, and pressure
scales. The system of governing equations is expressed in
terms of the mass, momentum, and energy conservation
equations,

the acoustic wavelength is much larger than length of the
thermoacoustic stack, it is neither realistic nor desirable Dr

Dt
1 r= ? u 5 0 (2.1)to tackle the problem using a straightforward discretization

approach. It is also obvious that since Mach numbers are
typically small, a brute force multidimensional compress- cM2r

Du
Dt

5 2=p 1
cM2

Re
= ? t (2.2)

ible flow simulation of the entire refrigerator should be
avoided.

r
DT
Dt

2
c 2 1

c
Dp
Dt

5 2
1

Pe
= ? q 1

(c 2 1)M2

Re
Q, (2.3)In order to tackle the scale complexity of the problem,

we rely on the low Mach-number approximation of the
governing equations to obtain a simplified model for the

together with the equation of state:flow in a small neighborhood of the thermoacoustic stack.
As discussed in section 2, the model represents the acoustic

p 5 rT. (2.4)standing wave of unsteady boundary conditions on the
computational domain. Within the domain, acoustic wave

Here, u is the velocity vector, r is the density, D/Dt 5propagation is ignored, but leading order compressibility
­/­t 1 u ? = is the material derivative, p is pressure, t iseffects are retained in terms of spatially uniform thermody-
the shear stress tensor, T is temperature, q is the heat fluxnamic variations. Flowfield simulation is based on numeri-
vector, Q is the viscous dissipation function, and c is thecal integration of the vorticity form of the governing equa-
specific heat ratio. Note that Eqs. (2.1)–(2.4) contain threetions. As discussed in Section 3, second-order centered
dimensionless groups: the Reynolds number, Re, the Pecletdifferences are used to discretize the resulting system, and
number, Pe ; RePr, where Pr is the Prandtl number; and,two variants of the technique are developed for the solution
the Mach number M (see Section 2.1).of discrete elliptic operators. The first is a standard

Next, we expand all relevant gasdynamic quantities inGaussian elimination solver; the second combines domain
terms of powers of « ; cM2, where c is the specific heatdecomposition, boundary Green’s function, and fast Pois-
ratio and M is the Mach number. Thus, a generic gasdy-son solution techniques. In Section 4, the model is applied
namic variable z(x, t) is expressed in series form,to analyze the unsteady flow around a thermoacoustic stack

operating at low drive ratio. Computations are used to
examine vorticity dynamics and energy losses for a large z(x, t) 5 z0(x, t) 1 «z1(x, t) 1 «2z2(x, t) 1 ? ? ? . (2.5)
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Substituting the appropriate expansions into the momen- Second, taking the curl of the momentum equation and
using the fact that the fluid has constant viscosity, we obtaintum equations and collecting the zeroth power in « immedi-

ately yields
­g
­t

1 = 3 (g 3 u) 5 2
=r0

r0
3

Du
Dt

1
1

r0Re
=2g. (2.13)

=p0 5 0; (2.6)

Derivation of Eq. (2.13) completes the construction of thei.e., the zeroth component of pressure is spatially uniform
physical model, whose vorticity form consists of Eqs. (2.4),and, therefore, a function of time only. We shall refer to
(2.8), (2.11)–(2.13), and the familiar vorticity–stream-p0 as the ‘‘thermodynamic’’ pressure and denote it by P(t).
function relationship, =2c 5 2g. For clarity and conve-To first order in «, the momentum equation reads
nience, the subscripts 0, 1 will be omitted in the presenta-
tion below.

r0
Du0

Dt
5 2=p1 1

1
Re

= ? t. (2.7)
2.1. Normalization

Despite the relative simplicity of the geometry of theMeanwhile, the leading-order energy equation for a fluid
thermoacoustic stack, there exists a multitude of appro-with constant thermal conductivity is given by
priate conventions which can be adopted in the normaliza-
tion of the governing equations. (For a lucid application

r0
DT0

Dt
2

c 2 1
c

dP
dt

5
1

Pe
=2T. (2.8) of dimensional arguments to thermoaccoustic devices see

[18]). Thus, it is worthwhile, providing a clear description of
normalizing parameters and of the meaning of the resulting

Note that the energy balance is independent of p1 and that dimensionless groups. Below, we use tildes to denote di-
viscous dissipation has been neglected. mensional quantities and adopt the convention that all

A more convenient form of the energy equation is ob- reference properties of the gas are taken at the mean tem-
tained by differentiating the leading order equation of state perature and pressure. Furthermore, we choose the plate
and by combining with the continuity equation to get separation distance, H̃, as a reference lengthscale, and Ṽ21,

the inverse of the angular frequency of the acoustic wave,
as a reference timescale. This choice naturally leads to the= ? u0 5 2

1
cP

dP
dt

1
1
P

1
Pe

=2T. (2.9)
definition of the reference velocity scale ṼH̃ and of the
Reynolds number:

Note that integration of Eq. (2.9) over the entire do-
main yields Re ; ṼH̃ 2

ñ
. (2.14)

V
c

dP
dt

5 2P E u0 ? n dA 1
1

Pe
E =T ? n dA. (2.10) We shall also refer to Re as the ‘‘kinematic’’ or ‘‘Stokes

layer’’ Reynolds number since it effectively relates the
thickness of the Stokes layer [13],Thus, the time evolution of the thermodynamic pressure is

related to the net mass flux and heat transfer at the surfaces.
d̃ P 6.4 Ïñ/Ṽ, (2.15)The low Mach-number approximation replaces the origi-

nal system, Eqs. (2.1)–(2.3), with the leading-order system,
to the plate spacing, H̃, throughEqs. (2.7)–(2.9). However, to facilitate the numerical im-

plementation, we seek the vorticity form of the equations
of motion. To this end, we first decompose the velocity d̃

H̃
P

6.4

ÏRe
. (2.16)

field into divergence-free and irrotational parts; i.e., we let

Other useful conventions for the Reynolds number includeu0 5 =f 1 = 3 c, (2.11)
the ‘‘acoustic amplitude Reynolds number,’’

where f is the velocity potential and c is the streamfunc-
Rea ; 2ã

ÏñṼ
(2.17)tion. Substituting Eq. (2.11) into Eq. (2.9), one gets

which is a dynamic Reynolds number based on the acoustic=2f 5
1
P F2

1
c

dP
dt

1
1

Pe
=2TG . (2.12)

wave velocity amplitude, ã, the thickness of the Stokes
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layer, and the kinematic viscosity. The significance of Rea generation may be neglected, and the vorticity transport
equation reduces tohas been discussed by Merkli and Thomann [19] who ex-

perimentally analyzed the flow field in an ‘‘unobstructed’’
resonance tube. In particular, it is shown in [19] that Rea ­g

­t
1 = 3 (g 3 u) 5

1
r Re

=2g. (2.21)can be used to determine whether the (Stokes) boundary
layers are stable or undergo transition to turbulence. As
discussed below, values of Rea used in the present study

Note, however, that Eq. (2.21) differs from the vorticityare ‘‘subcritical’’; transition to turbulence is therefore
transport equation for incompressible flow in two aspects:not expected.
(i) the effect of flowfield divergence is still retained andThe kinematic and dynamic Reynolds numbers can be
(ii) the effective diffusion coefficient is a density-scaledrelated to each other through the ‘‘particle displacement
Reynolds number.parameter,’’

Since we are primarily interested in the velocity field and
since in the limit of small density differences the vorticity

Rp ; ã
ṼH̃

, (2.18) transport equation decouples from the energy equation,
we may further assume that the gas and the plates are
thermally nonconducting. When this latter simplification

where ã is the dimensional acoustic velocity amplitude that is implemented, the energy equation reduces to its infinite
would prevail in an unobstructed tube at the relevant stack Peclet number limit,
location. Note that Rp characterizes the ratio of a character-
istic particle displacement during a wave cycle to the plate
separation distance. Combining Eq. (2.14) with Eqs. r

DT
Dt

2
c 2 1

c
dP
dt

5 0, (2.22)
(2.17)–(2.18) yields

Rea
2 5 4 Re Rp

2. (2.19) which is easily recognized as the isentropic compression
law. Accordingly, the temperature, pressure, and density
fields may be approximated in terms of analytical expres-Following the above discussion, the operating conditions
sions for the idealized acoustic wave. This approximationof a thermoacoustic stack are determined in terms of the
is consistent with our assumption that the size of the stackfollowing set of dimensionless parameters: (a) one kine-
is much smaller than the acoustic wavelength, so thatmatic dimensionless group, i.e., Re or Rp ; (b) the dynamic
acoustically related gradients may be locally ignored.Reynolds number, Rea , or equivalently, the acoustic drive

Finally, we note that the above assumption also enablesratio, Dr; (c) either the Prandtl number, Pr ; ñ/ã, or the
us to simplify representation of the acoustic standing wave.Peclet number,
In the present simplified formulation, the latter may be
modeled by imposing either pressure oscillations, densityPe ; ṼH̃2/ã; (2.20)
oscillations, temperature oscillations, or oscillating velocity
boundary conditions. As indicated in the following section,(d) a stack configuration parameter, e.g., the blockage ratio
we have selected the latter option, which proves most con-h̃/H̃; (e) A plate length parameter, e.g., the plate length
venient in the present setting.to spacing ratio, L̃/H̃, or the plate aspect ratio, L̃/d̃ (Fig.

1); and (f) the location of the thermoacoustic stack with
respect to the driving acoustic wave, e.g., in terms of a 3. NUMERICAL SCHEMES
dimensionless wavenumber k̃x̃ (see Section 4).

3.1. Time Integration
2.2. Adiabatic Flow Submodel

Two-dimensional simulations of the model equations are
performed using a finite difference methodology. To thisAs shown in the previous section, flowfield dynamics in

the neighborhood of the stack are described in terms of end, the computational domain is divided using a rectangu-
lar grid with mesh size Dx 5 Dy. All spatial derivativessix dimensionless groups. In order to avoid numerical ex-

perimentation in a six-dimensional parameter space, and are discretized using standard second-order centered dif-
ferences, and all source terms are explicitly integrated us-in order to focus on the essential features of the flow, we

restrict our attention to systems operating at low drive ing the third-order Adams–Bashforth scheme [20]. Thus,
assuming that the velocity field is known at time level t 5ratio. In these situations, significant temperature differ-

ences are not expected to develop within the stack [8] and nDt, time integration is summarized as follows: (a) Inte-
grate the ‘‘bulk continuity’’ equation in order to determinethe effects of thermal stratification on the evolution of

the flow may be ignored. In particular, baroclinic vorticity the thermodynamic pressure at the new time step,
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Pn11 2 Pn

Dt
5

c
V O2

j50
bj Pn2j E un2j ? n dA, (3.1)

with b0 5 SaDs , b1 5 2AaHs , and b2 5 asG . (b) Determine the new
density value rn11 using the isentropic compression law,

rn11 5 rn SPn11

Pn D1/c

(3.2)

FIG. 2. Schematic illustration of the computational domain. For the
domain decomposition technique, internal boundaries G5 and G6 are intro-

and the new temperature value, T n11, using the equation duced, leading to the definition of three subdomains DI , DII , and DIII .
of state,

T n11 5 P n11/rn11. (3.3)
velocity field is expressed as the sum of an irrotational
velocity—given as the gradient of a velocity potential, f—(c) Integrate the vorticity transport equation in order to
and a divergence-free velocity—expressed as the curl ofdetermine the new vorticity distribution in the interior of
the streamfunction, c. Since both f and c obey Poisson’sthe computational domain,
equation, appropriate boundary conditions must be im-
posed.gn11 2 gn

Dt
5 O2

j50
bj

(3.4)
To this end, the boundary of the computational domain

is divided into four subsets ­D 5 G1 < G2 < G3 < G4 , as
illustrated in Fig. 2. G1 and G2 are streamwise surfacesF=h 3 (un2j 3 gn2j) 1

1
rn2j Re

=2
hgn2jG , which limit the extent of the computational domain. They

are referred to as ‘‘acoustic matching surfaces’’ (or simply
matching surfaces), since the velocity field is assumed towhere =h and =2

h respectively denote the centered differ-
match the idealized standing wave prediction at these loca-ence approximations to the gradient and Laplacian oper-
tions. G3 represents the skin of the plates, while G4 is aators,
periodicity boundary which models the presence of a large
number of identical plates within the stack.

3.2.1. Potential Distribution
=h fi,j 55

fi11,j 2 fi21,j

2Dx

fi,j11 2 fi,j21

2Dy
6 (3.5)

The velocity potential is specified so that it corresponds
to the ideal flow that would exist within the channel in the
case of an inviscid medium. Thus, it obeys the Poisson
equation,and

=2
h fi, j 5

fi11, j 2 2fi, j 1 fi21, j

Dx2 1
fi, j11 2 2fi, j 1 fi, j21

Dy2 . (3.6) =2
hfn11 5 2

1
cPn11

dPn11

dt
, (3.7)

(d) Reconstruct the velocity field at the new time step with homogeneous Neumann conditions on G3 , periodicity
based on the updated vorticity field. conditions on G4 , and

Steps (a)–(d) are repeated successively to obtain a time
resolved approximation of unsteady motion. Except for

­fn11

­n
5 ua,1(tn11), on G1 ,

(3.8)

step (d) which is further discussed below, the scheme in-
volves standard substitutions and algebraic manipulations.
Discussion of these operations is therefore omitted. ­fn11

­n
5 ua,2(tn11), on G2 ,

3.2. Velocity Field

Reconstruction of the velocity field and determination where ua,1(t) and ua,2(t) denote the acoustic velocities im-
posed on G1 and G2 , respectively. Note that, due to theof boundary vorticity values are the more delicate aspects

of the numerical scheme. It is therefore worthwhile provid- symmetry of the configuration, periodicity boundary condi-
tions may be replaced by homogeneous Neumann condi-ing a summary of the relevant procedures. Recall that the
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tions. The solvability condition for the resulting Neumann the streamfunction obeys a Dirichlet/periodic Poisson
problem, whose solution is further discussed in Sectionproblem is guaranteed by the bulk continuity equation,
3.2.3.

In conjunction with the above steamfunction boundaryV
cPn11

dPn11

dt
5 ua,1(tn11) 2 ua,2(tn11). (3.9) condition, the following approach is used to determine

the boundary vorticity: (a) Vorticity values on periodicity
surfaces, G4 , are found by direct integration of the vorticityFinally, it is also advantageous to note that since the im-
transport equation. (b) ‘‘Inflow/outflow’’ boundary condi-posed acoustic velocities ua,1(t) and ua,2(t) are simply oscil-
tions are used on matching surfaces; we uselating in time, the above Neumann problem also has an

oscillating source term and boundary conditions. Thus, as
long as one nontrivial solution is found, the remaining
solutions can be obtained by simple scaling of the known

gn11 5 0, for ua,1(tn11) $ 0,

­gn11

­x
5 0, otherwise,

(3.11)
solution. Consequently, one nonvanishing solution is deter-
mined in a preprocessing step and is input into the compu-
tation. Second-order, one-sided differences are used at the on G1 , and
boundaries and the system of linear equations is inverted
using a banded, unpivoted, Gaussian elimination routine.
The latter is taken from the LINPACK library installed

gn11 5 0, for ua,2(tn11) # 0,

­gn11

­x
5 0, otherwise,

(3.12)on the CRAY C90 at the Pittsburgh Supercomputer Cen-
ter (PSC).

3.2.2. Streamfunction Distribution on G2 . (c) On solid surfaces, vorticity boundary conditions
are determined so that the no-slip condition is satisfied.Selection of boundary conditions for the streamfunction
Numerical boundary conditions are derived based on Tay-Poisson equation,
lor expansions of the vorticity–streamfunction relationship
at a solid wall, and on (second-order) estimates of potential

= 2
hc n11 5 2gn11, (3.10)

slip velocities at solid walls. Both first-order and second-
order vorticity boundary conditions are adapted in differ-

is more involved than in the previous case, except perhaps ent versions of the computations; for boundary point ( j,
for the obvious periodicity condition on G4 . A more de- k) on a wall with normal in the 2y direction, these are
tailed discussion is therefore provided. respectively expressed as [20]

Following the convention adopted in the previous sec-
tion, the vorticity-induced velocity component is regarded

gj,k 5
2us,k

Dy
1

2
Dy2 (cj,k 2 cj,k21) (3.13)as a nonlinear viscous perturbation to an otherwise ideal

flow. Moreover, since the potential velocity component
‘‘carries’’ the entire volume flux through the domain, the

and
stream function distribution may not induce any mean
flow. Thus, it is appropriate to set a homogeneous Dirchlet
boundary condition on solid surfaces, c n11 5 0 on G3 . gj,k 5

3us,k

Dy
2

0.5
Dy2 (27cj,k 1 8cj,k21 2 cj,k22), (3.14)

Selection of streamfunction boundary conditions on
matching surfaces is considerably more complicated, al-

where us,k denotes the potential slip velocity at the bound-though various possibilities exist. Since we do not expect
ary point. Discussion of both of these approximations isany significant vorticity migration from the plates towards
postponed until Section 4.7.the matching surfaces, any proper combination of homoge-

neous Drichlet or Neumann boundary conditions appears
3.2.3. Solutions of Streamfunction–Vorticity Equation

appropriate. The same is true for the vorticity on the
matching surfaces. A Dirichlet-inflow/Neumann-outflow Unlike the Neumann problem for the velocity potential

which in the present adiabatic model is inverted onlyvorticity boundary condition appears to be well-suited
there. once, inversion of the streamfunction Poisson equation

must be performed at every computational time step. TwoAs indicated in Section 4.7, we have experimented with a
large set of vorticity-streamfunction boundary conditions. different procedures were incorporated into different vari-

ants of the computations. The first is analogous to thatFor the time being, however, and unless otherwise noted,
homogeneous Dirichlet boundary conditions on the match- described in Section 3.1. Specifically, in a preprocessing

step, the system matrix is factored in a banded LU-forming surfaces are assumed, i.e., c n11 5 0 on G1 and G2 . Thus,
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using the relevant LINPACK library routines. Substitution ing one-sided second-order differences within each of the
corresponding subdomains). Requiring that these condi-is then performed at each time step.

Development of the second procedure is motivated pri- tions be satisfied results in a linear system of equations for
the hj’s. The inverse of the corresponding M 3 M influencemarily by a desire to reduce memory requirements and

also to perform linear system inversion more rapidly. To matrix, denoted A21, is determined using Gaussian elimina-
tion in a preprocessing step, and then fed to the computa-this end, we first decompose the computational domain

into three regions. As sketched in Fig. 2, the decomposition tions.
Thus, the inversion procedure for the streamfunctionis performed by introducing two computational bound-

aries, G5 and G6 , which coincide with the ‘‘streamwise’’ Poisson equation consists of four steps: (a) invert the three,
decoupled, modified Poisson systems in Eq. (3.17); (b)boundaries of the channel separating two neighboring

plates. select the right combination of elementary solutions using
the inverse of the influence matrix; (c) determine the cor-Streamfunction distributions are then obtained by: (a)

requiring that Eq. (3.10) holds at interior points within each rect streamfunction distribution on the internal boundaries
G5 and G6 ; and (d) solve the three decoupled systems withsubdomain, (b) retaining original boundary conditions, and

(c) requiring continuity of the streamfunction and its nor- the correct boundary conditions substituted on G5 and G6 .
The Green’s function technique summarized above of-mal derivatives at G5 and G6 . Thus, the original problem

is replaced by three elliptic systems which are coupled at fers one additional advantage which is exploited in the
computations. It is based on noting that the ‘‘system’’ ma-the internal boundaries G5 and G6 .

It appears at first that inversion of the corresponding trices corresponding to Eq. (3.17) have a special structure.
Specifically, they correspond to Poisson problems in rect-systems must be simultaneously performed, at essentially

the same cost as the original system. However, an attractive angular domains, with either periodicity or homogeneous
boundary conditions on opposing sides. Thus, the imple-alternative is constructed by using a boundary Green’s

function technique to first decouple the three systems (e.g., mentation of Fourier analysis techniques to further reduce
storage and computational overheads proves particularly[21]). Briefly, denoting by hzjjM

j51 the set of internal bound-
ary points lying on G5 and G6 , we first form the M elemen- attractive.

Briefly, we use a discrete Fourier transform of the finite-tary solutions,
difference equations in domains I and III to transform
the original system and boundary conditions into a set of=2

h C̃a
j 5 0 in Da , (3.15)

decoupled one-dimensional tri-diagonal systems for the
Fourier coefficients. The latter are efficiently inverted us-where a 5 I, II, III, j 5 1, ..., M with boundary conditions
ing the Thomas algorithm [22, 23]. Determination of dis-on the internal boundaries:
crete Fourier coefficients and reconstruction of ‘‘physical’’
data are performed using the FFT routines of the ECMFFT
package of the PSC C90 library.

c̃a
j 5 1, x 5 zj ,

c̃a
j 5 0, otherwise.

(3.16)
A similar approach is adopted in domain II. The major

difference is due to the fact that, since homogeneous
Within each subdomain, the solution is expressed as a Dirchlet streamfunction conditions are imposed at the
linear combination of the elementary solutions and the channel boundaries, a discrete sine transform is used in
modified systems, lieu of discrete Fourier transforms. The remaining aspects

of the numerical procedure are essentially identical to
those we have just described.=2

hca 5 2ga in Da, (3.17)
Finally, it is emphasized that the discrete Fourier and

sine function expansions used to accelerate the solution ofwhere a 5 I, II, and III with homogeneous Dirichlet
the finite difference equations should not be identified withboundary conditions at the internal boundaries. We thus
global spectral approximations of the numerical solutions.write
In fact, spectral approximations corresponding to the
above expansions are not appropriate in the present set-

ca 5 ca 1 OM
j51

hj c̃
a
j . (3.18) ting. For instance, it is easy to verify that a sine function

expansions within the channel naturally leads to a bound-
ary vorticity distribution which vanishes identically. Thus,For arbitrary selection of the coefficient hj , the correspond-

ing streamfunction distribution given by Eq. (3.18) satisfies the expansions introduced above are only regarded as dis-
crete transforms of discrete finite-difference ‘‘signals’’;the governing equations except possibly for the normal-

derivative boundary conditions on the streamfunction at their implementation within this framework is obviously
well justified.the internal boundaries. (The latter are approximated us-
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TABLE I

Flow Conditions and Discretization Parameters

Case Re Rea h/H L/H k̃x̃ Rp Dr d/H NI
x 5 Nm

x NI
y 5 Nm

y Dt 3 103

1 2132 13.25 0.666 1.32 f/2 0.1435 0.2% 0.2 80 120 2.33
2 2132 33.15 0.666 1.32 f/2 0.358 0.5% 0.2 160 120 0.938
3 2132 66.27 0.666 1.32 f/2 0.717 1.0% 0.2 320 121 0.468

4 2132 9.53 0.666 1.32 3f/4 0.1031 0.2% 0.2 80 120 3.25
5 2132 23.8 0.666 1.32 3f/4 0.257 0.5% 0.2 160 120 1.30
6 2132 47.65 0.666 1.32 3f/4 0.515 1.0% 0.2 160 120 0.652

7 2132 13.25 0.583 1.32 f/2 0.1435 0.2% 0.2 80 120 2.30
8 2132 33.15 0.583 1.32 f/2 0.358 0.5% 0.2 160 120 0.938
9 2132 66.27 0.583 1.32 f/2 0.717 1.0% 0.2 320 121 0.468

10 2132 9.53 0.583 1.32 3f/4 0.1031 0.2% 0.2 80 120 3.25
11 2132 23.8 0.583 1.32 3f/4 0.257 0.5% 0.2 160 120 1.30
12 2132 47.64 0.583 1.32 3f/4 0.515 1.0% 0.2 320 121 0.652

13 2132 13.25 0.75 1.32 f/2 0.1435 0.2% 0.2 80 120 2.33
14 2132 33.15 0.75 1.32 f/2 0.358 0.5% 0.2 160 120 0.938
15 2132 66.27 0.75 1.32 f/2 0.717 1.0% 0.2 320 121 0.468

16 574 36 0.666 1.32 f/2 0.75 1.0% 0.4 320 121 0.448
17 256 20.83 0.666 1.32 f/2 0.65 1.0% 0.6 320 121 0.517

18 574 25.92 0.666 1.32 3f/4 0.54 1.0% 0.4 320 121 0.622
19 256 15.0 0.666 1.32 3f/4 0.469 1.0% 0.6 320 121 0.716

20 574 36 0.583 1.32 f/2 0.75 1.0% 0.4 320 121 0.448
21 256 20.83 0.583 1.32 f/2 0.65 1.0% 0.6 320 121 0.517

22 2132 66.27 0.666 4 f/2 0.717 1.0% 0.2 320 121 0.468
23 564 36 0.666 4 f/2 0.75 1.0% 0.4 320 121 0.448
24 256 20.83 0.666 4 f/2 0.65 1.0% 0.6 320 121 0.517

25 2132 66.27 0.666 6.66 f/2 0.717 1.0% 0.2 320 121 0.468
26 574 36 0.666 6.66 f/2 0.75 1.0% 0.2 320 121 0.448
27 256 20.83 0.666 6.66 f/2 0.65 1.0% 0.6 320 121 0.517

4. RESULTS AND DISCUSSION flow in terms of eight dimensionless parameters. Since a
set of five parameters is sufficient to fully specify flow

Numerical schemes constructed above are applied to conditions in the current formulation (Section 2), Table I
examine the fundamental features of the flow and their contains some redundancy. The latter is introduced inten-
dependence on: (a) configuration parameters, namely the tionally, in order to facilitate discussion and interpretation
channel blockage ratio and plate aspect ratio; (b) flow of computed results. Table I also provides a summary of
parameters, specified using the acoustic and kinematic discretization parameters, which are also used to specify
Reynolds numbers; and (c) the stack position, expressed the location of matching surfaces with respect to the stack.
in terms of a normalized wavenumber, k̃x̃. Here, k̃ ; Construction of Table I is based on the following strat-
2f/ l̃ is the dimensional wavenumber defined using the egy. The stack configuration of cases 1–3 is taken as a
wavelength of the standing wave, l̃, while x̃ is the physical reference configuration, and cases 1–3 are used to study
distance along the tube measured from the rigid end the effects of the drive ratio. The analysis is repeated at
(Fig. 1). k̃x̃ 5 3f/4 (cases 4–6), where the thermoacoustic coupling

The selection of flow parameters is based on a desire to efficiency is expected to peak. The effect of blockage ratio
mimic conditions which are similar to those encountered h/H is examined in cases 7–15. Cases 7–9 and cases 13–15
in physical experiments and, at the same time, challenge correspond to the same flow conditions and stack position
the computations. Conditions similar to those in the experi- as in cases 1–3, but with different blockage ratios; h/H 5

0.583 for cases 7–9, while h/H 5 0.75 for cases 13–15.ments of Atchley et al. [8] are selected, since these are
characterized by thin, well-separated Stokes layers. A large Similarly, cases 10–12 correspond to the same flow condi-

tions as cases 4–6 but with smaller blockage ratiomatrix of flow conditions is considered in the analysis, as
summarized in Table I. Note that Table I describes the h/H 5 0.583. The effect of boundary layer thickness to
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FIG. 3. Evolution of the streamfunction distribution for case 1. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, (d)
t 5 35f/4, (e) t 5 36f/4, (f) t 5 37f/4, (g) t 5 38f/4, and (h) t 5 39f/4.

ated at the end of the fourth cycle, the time at which theplate separation ratio d/H is studied by varying Re while
acoustic velocities vanish at both matching surfaces. At thiskeeping Rp essentially constant. In cases 16–17, the stack
stage, the streamfunction distribution within the channel isof case 3 is driven at d/H 5 0.4 and 0.6, respectively. For the
essentially uniform, except for the ‘‘top’’ end of the stack,same d/H ratios, different stack positions are considered in
where a deformation reminiscent of a separation bubblecases 18–19, while different blockage ratios are considered
may be observed. At the other end of the stack, the stream-in cases 20–21. Finally, the effect of plate aspect ratio is
function contours show the presence of a pair of concen-analyzed by considering two additional plate length param-
trated eddies located close to the plates and a weaker paireters, L/H 5 4 and 6.66. Cases 22–24 are respectively
of vortices located close to the matching surface. As the‘‘derived’’ from cases 3, 16, and 17 by increasing the plate
flow accelerates upwards (Fig. 3b), the vortical structureslength to L/H 5 4. Meanwhile, cases 25–27 correspond to
located near the lower matching surface are pushed to-the same flow conditions as in cases 22–24, respectively,
wards the edges of the plates and are deformed in thebut for different plate aspect ratio, L/H 5 6.66.
cross-stream direction. At the ‘‘entrance of the channel,’’
the streamfunction distribution suggests that a separation4.1. Essential Flow Features
zone forms; a similar process can be observed at the chan-

Streamfunction distributions for cases 1–3, generated at nel ‘‘exit.’’ When the acoustic velocity magnitude reaches
Ak cycle time intervals, are plotted in Figs. 3–5 respectively. its first peak, Fig. 3c suggests that the vortical structures
In all cases, the computations are carried for five acoustic which existed ‘‘upstream’’ of the channel have almost been
cycles in order to approach a ‘‘stationary’’ flow regime; destroyed due to impingement at the plate edges. Mean-
the first four cycles are omitted from the analysis. while, the separation bubbles at the entrance and exit of

the channel continue to intensify. This process continuesEvolution of the streamfunction distribution during an
acoustic cycle is summarized as follows. Figure 3a is gener- even as the flow starts decelerating (Fig. 3d).
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FIG. 4. Evolution of the streamfunction distribution for case 2. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, (d)
t 5 35f/4, (e) t 5 36f/4, (f) t 5 37f/4, (g) t 5 38f/4, and (h) t 5 39f/4.

Figures 3a and 3e are separated by one-half cycle; each described above, significant differences arise as the acous-
tic velocity amplitude is increased. In particular, the im-is generated at a time when the acoustic velocity vanishes.

The corresponding acoustic accelerations peak, but have pingement of vortical structures on the faces of the stack
plates at low drive ratio, Dr 5 0.2%, is dramatically differ-opposite directions. Comparison of Figs. 3a and 3e shows

that the streamfunction distribution at these two stages ent from that occurring at higher drive ratios, Dr 5 0.5%
and 1%. In the latter cases, the impingement of the vorticesappear to be mirror images with respect to the horizontal

mid-plane. This symmetry suggests that the process de- on the edges of the plates is better described by a breakup
phenomenon, during which a portion of the eddy is de-scribed above is reversed every half cycle. That this is in

fact the case can be verified by comparing Figs. 3g–h with stroyed and another portion rolls over the plate corners
and penetrates the channel. The two vortices emanatingframes generated half a cycle earlier.

Figures 4 and 5 show that, while the essential features from opposing plate edges migrate towards the channel
centerline and stick together to form a vortex bubble,of flow acceleration and deceleration are similar to those
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which is advected in the channel under the influence of likely to be ejected from the obstruction (within half a cycle
or less) than is the case at low displacement parameter.the mean flow.

The dynamics of this vortex bubble appear to depend on One of the advantages of the present implementation
of the Helmholtz decomposition is that the streamfunctionthe drive ratio, or more precisely, the particle displacement

parameter. Specifically, the vortex bubble always remains distribution does not carry any mean flow velocity. Thus,
streamfunction contours may be directly used to character-‘‘trapped’’ in the channel for case 2. When the acoustic

velocity amplitude increases (case 3), the same structure ize the vorticity distribution. However, one minor draw-
back is that the disparity between vorticity values in differ-migrates to the end of the channel and is later ejected

into the unobstructured region. Thus, when the particle ent cases prevents us from uniformly selecting increments
in the streamfunction contours. Thus, these contours some-displacement parameter is large, the vortex bubble is more

FIG. 5. Evolution of the streamfunction distribution for case 3. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, (d)
t 5 35f/4, (e) t 5 36f/4, (f) t 5 37f/4, (g) t 5 38f/4, and (h) t 5 39f/4.
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FIG. 6. Evolution of the vorticity field for case 3. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, and (d) t 5 35f/4.

what hide the strength of vortical structures. A more seri- occurs in a peculiar fashion. The strong layer of vorticity
is entrained along the sides of the plates and rolls to form aous disadvantage is that opposite signs of vorticity cannot

be easily distinguished. To overcome this difficulty, we strong concentrated eddy. Meanwhile, the weaker vorticity
layer appears to slide over the stronger layer and rolls toprovide one set of vorticity contours and later rely on our

experience in an abbreviated discussion of other cases. form a more elongated vortex structure. Thus, the shedding
of the Stokes layer results in the formation of a pair ofVorticity contours for the flow conditions of case 3 are

plotted in Fig. 6. Following the above discussion only one counterrotating vortices.
It is also interesting to note that the vorticity distributionhalf cycle is illustrated; thus, only four frames, generated

at Ak cycle time intervals, are provided. Figure 6 shows is ‘‘antisymmetric’’ with respect to the channel centerline.
An immediate consequence of this observation is that thethat near the channel plates the vorticity distribution is

arranged in layers of opposite sign. This observation is in vortex bubble seen in the streamfunction contours is in
fact formed by the merger of two vortices of opposite signs.agreement with the prediction of the quasi-1D theory

which leads us to expect Stokes layers at these locations. The formation of this bubble can also be observed in the
vorticity contours, which indicate that the motion of theSince the vorticity of Stokes layers decays rapidly from the

boundary, two primary layers can be clearly distinguished. bubble along the channel centerline is accompanied by a
depression in the Stokes layer ahead of the bubble. BehindFurther analysis of computed data reveals that the vorticity

can be closely approximated by a strong layer adjacent to the bubble, the opposite holds; i.e., the boundary layer
appears to thicken as it is pulled away from the platethe boundary, and a weaker one next to the first.

Figure 6 also shows that as the Stokes layer is shed from surface.
The antisymmetry of the vorticity field with respect tothe plate edges, rollup of the corresponding vorticity field
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FIG. 7. Evolution of the streamfunction distribution for case 6. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, (d)
t 5 35f/4, (e) t 5 36f/4, (f) t 5 37f/4, (g) t 5 38f/4, and (h) t 5 39f/4.

the channel centerline is observed in all cases considered. parison of Fig. 7 with Fig. 5 reveals that the streamfunction
Below, we exploit this feature in order to keep the pre- distributions for k̃x̃ 5 3f/4 and k̃x̃ 5 f/2 have many fea-
sentation brief; details regarding the origin and formation tures in common. In particular, the shedding of Stokes
of vortical structures will not be repeated. In addition, layers and the formation of counterrotating vortices occur
differences between various configurations and flow condi- in a similar fashion. Also similar are the broad features of
tions are discussed using streamfunction distributions only. vortex impingement on the sides of the plates and the

subsequent generation of a vortex bubble within the ob-

4.2. Effect of Stack Position
structed region. However, the streamfunction distributions
of Figs. 5 and 7 reveal one obvious difference. For k̃x̃ 5
3f/4 streamfunction plots generated one half cycle apartAs indicated earlier, the above analysis is repreated at
are no longer symmetric with respect to the horizontalk̃x̃ 5 3f/4. Here, we restrict our attention to case 6, for

which streamfunction contours are plotted in Fig. 7. Com- mid-plane. In addition, differences are also detected in the
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shedding of Stokes layers from different ends of the plates, for case 6 are generated. Figure 8 indicates that the nonuni-
form flow acceleration and asymmetric shedding result inand in the vortex structures which form following the shed-

ding process. The phenomenon should be expected, since the formation of vortex structures of different shapes and
strengths. In particular, it appears that vortices shed at thefor stack located at k̃x̃ 5 3f/4, flowfield divergence does

not vanish and acoustic velocities are different on different lower tube end are slightly stronger than those generated
at the top.sides of the channel. Thus, in addition to flow unsteadiness,

spatial acceleration of the medium also occurs due to finite Comparison of cases 3 and 6 shows a qualitative similar-
ity in the structure of the vorticity field. However, moredivergence. For the present case, flowfield divergence oc-

curs in such a way that the mean volume flux decreases in detailed examination of the results (not shown) reveals
that vorticity concentrations are weaker for a stack locatedmagnitude as one moves from the bottom matching surface

towards the top. at k̃x̃ 5 3f/4 than at k̃x̃ 5 f/2. This effect is expected,
since local particle velocities are appreciably smaller atThe lack of symmetry with respect to the horizontal mid-

plane is further examined in Fig. 8, where vorticity contours k̃x̃ 5 3f/4 than at the velocity antinode, k̃x̃ 5 f/2.

FIG. 8. Evolution of the vorticity field for case 6. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, (d) t 5 35f/4, (e)
t 5 36f/4, (f) t 5 37f/4, (g) t 5 38f/4, and (h) t 5 39f/4.
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FIG. 9. Evolution of the streamfunction distribution for case 9. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, and
(d) t 5 35f/4.

4.3. Effect of Blockage Ratio pact on the global flow structure, are summarized as
follows:

Discussion of the effects of blockage ratio is restricted
to cases 9 and 15, i.e., to stacks located at a velocity node (a) The broad features of the flow for h/H 5 0.666 and

0.75 are similar. However, for h/H 5 0.75, the recirculationand driven at Dr 5 1%. While stacks located at k̃x̃ 5 3f/
4 were also included in the analysis, as were different drive regions forming near the corners of the plates are obviously

smaller. Not surprisingly, the impingement of these vorticalratios, differences due to stack position and acoustic veloc-
ity amplitude followed the same trends established in the structures on the sides of the plates leads to the formation

of weaker vortex bubbles within the channel. Furthermore,two subsections above; the corresponding results are there-
fore omitted. the recirculation regions which form within the channel

are less inclined with respect to the primary flow directionStreamfunction distributions for cases 9 and 15 are plot-
ted in Figs. 9 and 10, respectively. Simultaneous examina- for h/H 5 0.75 than is the case for h/H 5 0.666.

A global manifestation of these mechanisms is that, astion of Figs. 5, 9, and 10 reveals that modifying the blockage
ratio, as presently implemented by altering the thickness of the blockage ratio increases, smaller amounts of vorticity

migrate towards the channel centerline. This observationthe plates, results in significant modulation of the flowfield.
Several differences between cases 3, 9, and 15, respectively can be verified by comparing streamline deformations near

the channel centerline, as depicted in Figs. 5 and 10.characterized by h/H 5 0.666, 0.583, and 0.75 are observed.
These differences, which primarily concern the shape of (b) More substantial differences can be detected as

h/H is decreased to 0.583. One obvious and predictablevortical structures and recirculation regions, and their im-
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effect is that the size of recirculation regions located on on the sides of plates is also affected by increasing the
plate thickness. In particular, the organization of vorticitythe sides of the plates also increases. However, one notable

difference is that the impingement of these vortices on within these zones shows the presence of multiple vortex
structures. We have not fully investigated the origin of thisthe plate edges now leads to a more pronounced flow

deformation. Specifically, the recirculation regions forming phenomenon, which may either be caused by the break-
down of the recirculation zone or, due to its interactionwithin the channel (‘‘downstream’’ of the vortex impinge-

ment) are much larger than those previously observed and with boundary layers, on the plate sides.
are substantially more inclined with respect to the flow.
Two opposing recirculation zones extend at a steep angle 4.4. Effect of Stokes Layer Thickness
and touch at the channel centerline. Furthermore, these

The impact of boundary layer thickness is analyzed by
large recirculation zones appear to have sufficient strength

contrasting results for cases 16 and 17 with predictions for
to tear vorticity from the free counterrotating vortex pair

case 3. Streamfunction distributions for cases 16 and 17
located in the unobstructed region. This leads to the forma-

are plotted in Figs. 11 and 12, respectively.
tion of multiple vortex bubbles within the channel, whose

Recall that cases 16 and 17 differ from case 3 in that Re
entire cross-section is ‘‘polluted’’ with strong patches of

is altered in such a way that d/H increases from 0.2 (case
vorticity.

3) to 0.4. (case 16) and 0.6 (case 17). In doing so, we have
attempted to avoid significantly changing the prevailingThe dynamical behavior of the recirculation zones lying

FIG. 10. Evolution of the streamfunction distribution for case 15. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4,
and (d) t 5 35f/4.
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flow conditions. Thus, Rp is kept almost constant, at the 4.5. Effect of Plate Aspect Ratio
expense of a moderate decrease in the dynamic Reynolds

Finally, the impact of plate aspect ratio is analyzed. As
number. Thus, major changes in the dynamics of the vortic-

mentioned above, variation of this stack configuration pa-ity field are not expected, and differences should be essen-
rameter is implemented by modifying the plate lengthtially attributed to the increase in the boundary layer
while keeping other parameters constant (cases 22–27).thickness.
Examination of computed results (not shown) reveals that,Before discussing the results, we note that the notion of
other parameters being equal, there are only minor quali-Stokes layer thickness tends to lose its familiar significance
tative variations between stacks with L/H 5 4 andas the d/H becomes as large as 0.4 or 0.6. This is the case
L/H 5 6.66. Thus, we limit the discussion to cases 22 andbecause, for high d/H values, viscous effects affect the entire
23, for which streamfunction distributions are plotted inchannel section, and the half-width of the channel, h/2, be-
Figs. 15 and 16, respectively.comes a more appropriate measure of boundary layer thick-

Comparison of Fig. 15 with Fig. 5 shows interesting dif-ness. However, we keep referring to d as Stokes layer thick-
ferences in flow behavior as the plate aspect ratio is in-ness, even for cases where Stokes layers cannot develop. (In
creased from L/H 5 1.32 to L/H 5 4. These primarilythe latter case, the parameter d/H is more indicative of the
concern the dynamics of vortex bubbles and recirculationdriving frequency or of the plate spacing.) Keeping these
zones within the stack. While the early formation of theseissues in mind, we still rely on d/H parameter in the discus-
structures remains similar to that observed at L/H 5 1.32,sion of computed results, since it naturally derives from the
Fig. 15 indicates that the recirculation zones on oppositeadopted sealing process.
sides of the channel are no longer anchored at the edgesFigures 11 and 12 show that as Re decreases the behavior
of the plates, but slide along the faces of the plates. Theseof the flowfield is dramatically altered. In particular, the
traveling recirculation zones appear to be stuck to theimpact of flow separation and formation of concentrated

vortices is significantly weaker at Re 5 574 and 256 than is vortex bubble which has formed between them, and the
three vortices propagate as a single triple-structure. Duethe case at Re 5 2132. Specifically, boundary layer separa-

tion at the plate edges at Re 5 574 and 256 occurs in a similar to the increased length of the plate, and since particle
displacement parameters are kept constant, this triple vor-fashion to that observed in steady, laminar, sudden-expan-

sion flows. The formation of counterrotating vortices, which tex structure always remains within the channel.
When the flow reverses, the recirculating zones and vor-was observed in all cases involving the shedding of a thin

boundary layer, is barely discernible in Figs. 11 and 12. tex bubble first merge and then quickly disappear. Mean-
while, an identical process occurs at the other end of theThe absence of strong counterrotating vortices and the

similarity to sudden expansion flows suggest that, for some plates. Obviously, the two processes at different ends of
the channel do not occur simultaneously since they areportions of the acoustic cycle, the flow field on either side of

the channel is primarily dominated by one sign of vorticity. triggered at different phases of flow acceleration. Nonethe-
less, a decaying vortex triple structure generated at oneExamination of the vorticity field (Fig. 13) reveals that this

is in fact the case. However, the flow structure within the end (or its remnants) may coexist with a similar younger
structure generated at the other.channel is quite different from a fully developed pipe flow

(Fig. 13d). The boundary layer thickness is very small at one On the other hand, the behavior of the flow field in the
unobstructed region is not significantly affected by theend of the channel, but scales with the channel width at the

other end. Thus, the flowfield within the channel is affected increase in plate length. Comparison of Figs. 15 and 5
indicates that vortex shedding and the subsequent forma-bysignificantspatialand temporalvariations in thestructure

of the boundary layer. tion of recirculation zones and counterrotating vortex pairs
occur in a similar fashion for L/H 5 1.32 and L/H 5 4.The dependence of flow on Re is further examined by

comparing instantaneous velocity profiles across the mid- Finally, the impact of boundary layer thickness is exam-
ined for stack configurations with L/H 5 4 and 6.66. Asection channel for cases 3 and 17. Figure 14 confirms some

of the trends depicted in the streamfunction and vorticity sample of the computations is shown in Fig. 16, which
shows that decreasing Re substantially affects vortex shed-plots. In particular, the thickening of the boundary layers

with decreasing Re can be clearly observed. Figure 14 also ding and internal channel dynamics. In particular, the
counterrotating vortex pairs which accompany boundaryshows how the increase in the boundary layer thickness

leads to a substantial decrease in velocity gradients and, at layer shedding are weak. This is also the case for the vortex
structures which form in the channel due to vortex im-specific phases, tends to produce profiles that are reminis-

cent of Poiseuille flow. Another interesting observation is pingement; these structures decay rapidly following their
genesis. Thus, the response of the flow to decreasingthat, due to boundary layer growth and blockage effects,

particle velocities within the channel can significantly ex- Re follows the same trends established for stacks with
L/H 5 1.32.ceed acoustic speeds in the unobstructed region.
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FIG. 11. Evolution of the streamfunction distribution for case 16. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4,
and (d) t 5 35f/4.

4.6. Vortex Structures and Energy Losses is the viscous dissipation function [24]. Thus, Fa(t) is taken
as a measure of the total mechanical energy loss occurring

Additional insight into the properties of the vortex struc-
in region Da at time t. We also define a mean energy

tures is gained through an abbreviated analysis of (mechan-
dissipation rate,

ical) energy losses within the stack. These losses are quanti-
fied by computing, for each subdomain Da, a 5 I, II, III,
the quantity F9a ; 1

uDau
Fa , (4.3)

Fa(t) ; 1
Re

E
Da

Q(x, y, t) dV, (4.1) where uDau is the volume of Da. We use both F and F9 to
examine the impact of unsteady vortex dynamics on energy
losses. Computed results for selected cases are shown inwhere
Figs. 17 and 18, which respectively illustrate the response
of rms values of F and F9 to changes in the normalized
Stokes layer thickness, the channel blockage ratio, theQ(x, y, t) ; 2 HS­u

­xD2

1 S­v
­yD2J

(4.2) stack position, and the plate aspect ratio. The general
trends in Figs. 17 and 18 are summarized as follows:
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­x

1
­u
­yD2

2
2
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1

­v
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(1) When the stack is located at a velocity antinode,
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the mean and total dissipation in domains I and III are (Fig. 18b), the mean energy loss within the stack decreases
as the plates are made thinner. This suggests that, in theseidentical. This follows immediately from the similarity in

the flow structure and its evolution during two half cycles. cases, the total energy loss within the stack is dominated
by the contribution of Stokes layers, whose thickness isOn the other hand, at k̃x̃ 5 3f/4 energy losses in domains

I and III differ but remain close (Figs. 17c and 18c). This kept fixed as the blockage ratio is varied.
(4) For d/H 5 0.2, Figs. 17d and 18d indicate that bothis also expected since the acoustic velocity amplitudes at

the matching surfaces differ slightly, due to finite flow- mean and total energy losses occurring outside the stack
are independent of the plate length parameter. This resultfield divergence.

(2) For a short stack (L/H 5 1.32) energy losses in- is not surprising since losses outside the channel result
primarily from vortical structures whose evolution iscrease with increasing boundary layer thickness (Figs. 17a

and 18a). Energy dissipation rates outside the stack and weakly dependent on the plate length. While the mean
energy losses within the stack are also independent ofinside the channel are comparable for small boundary layer

thickness (d/H 5 0.2), but the former become substantially L/H, total energy losses in domain II appear to increase
linearly with stack length.larger as d/H increases.

(3) For small boundary layer thickness, d/H 5 0.2,
total energy losses in domains I, II, and III appear to be While Figs. 17 and 18 undoubtedly contain additional

information which may be used to further characterizeindependent of the blockage ratio (Fig. 17b). While this is
also the case for the mean energy loss outside the stack energy losses, we focus our attention on exploiting the data

FIG. 12. Evolution of the streamfunction distribution for case 17. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4,
and (d) t 5 35f/4.
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FIG. 13. Evolution of the vorticity field for case 17. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4, and (d) t 5 35f/4.

to examine the validity of some scaling relationships which above suggests the following order-of-magnitude esti-
mates: (a) Ṽc p ũa , the acoustic velocity. This is justifiedare motivated by our observations in Sections 4.1–4.5. For

brevity, we restrict the present exercise to the cases of because the blockage ratio is kept constant. (b) l̃c p d̃, the
Stokes layer thickness. This approximation is expected toFig. 17a.

We start with a simple scaling expression for the dimen- remain valid as long as d̃ does not significantly exceed
the channel half-width. (c) Following the argument justsional total energy dissipation with a region of the flow.

Following Eq. (4.1), we postulate provided we use " p d̃, and | p L̃, the channel length.
Performing these substitutions, normalizing the resulting
expression, and ignoring dimensionless groups that are

F̃ p ẽ SṼc

l̃c
D2

q̃c , (4.4) kept fixed yields the hypothesis

where ẽ is the dimensional dynamic viscosity, Ṽc is a char- FII Y
R3

p

Rea
(4.6)

acteristic velocity difference, l̃c is a characteristic length and

q̃c p |" (4.5) Meanwhile, the flow visualization experiments in Section
4.1 suggest a different scaling for characteristic lengths
outside the stack (regions I and III). While the acousticis the characteristic volume (in 2D).

Within the stack (domain II), the analysis provided speed is still used characteristic velocity Ṽc p ũa , the plate
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FIG. 14. Profiles of normalized instantaneous streamwise velocity across the midsection of the channel, for cases 17 (———) and 3 (– – –). The
streamwise velocity is normalized using the acoustic amplitude at the matching surface and the channel blockage ratio. Times corresponding to
different frames are indicated.

thickness d̃ is used both in the estimate of the velocity in Figs. 19 and 20 two scaled versions of the total dissipa-
tion, F Rea/R3

p and F Re2
a/R5

p , respectively, for the samegradient and as a measure of the height of the region
contributing to the energy dissipation. We thus use l̃c p d̃ conditions of Figs. 17a. Figure 19 clearly shows that within

the channel (domain II) the scaled energy dissipation Fand " p d̃. Finally, | is scaled using an estimate for the
length of the separated flow zone at the plate edge. Since Rea/R3

p is essentially independent of the imposed changes
to d/H. Figure 20 also shows that in domains I and III thethe length of this vortical region is expected to scale with

particle velocities, we use | p ũa/Ṽ. Substituting these curve for F Re2
a/R5

p is almost flat. Thus, these results further
support scaling relationships given above.estimates and normalizing, we obtain the scaling rela-

tionship

4.7. Computational Perspectives

While the constructions in Section 3 appear fairly simple,
FI

FIIIJY
R5

p

Re2
a

(4.7)
implementation of the resulting numerical schemes reveals
a number of delicate computational issues which deserve
further discussion. These primarily concern selection ofTo test the validity of estimates (4.6) and (4.7), we plot
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FIG. 15. Evolution of the streamfunction distribution for case 22. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4,
and (d) t 5 35f/4.

vorticity and streamfunction boundary conditions on several of which were included in the numerical study
(Table II). Variants are tested within codes which rely onmatching surfaces and of the location of these surfaces.

Other noteworthy items include vorticity boundary condi- direct matrix inversion solvers; i.e., the numerical study of
boundary conditions is carred out independently of thetions on solid surfaces and the validity and performance

of the domain decomposition/boundary Green’s function/ development of the domain decomposition/fast solver.
While the numerical study gave results that are consis-fast solver version of the computations. Comments on each

of these issues are provided below. tent with well-established experiences on the application
of finite-difference techniques (e.g., [20, 26, 27]), severalAnalysis of the impact of boundary conditions is based

on comparing predictions of several variants of the compu- issues were also addressed, as summarized below (see Ta-
ble II):tations. Variants are distinguished according to means of

imposing vorticity boundary conditions on solid surfaces
and according to vorticity and streamfunction boundary (1) For fixed mesh size and fixed location of the acous-

tic matching boundaries, all variants yield nearly identicalconditions on matching surfaces. As indicated in Section
3, while vorticity boundary conditions on solid surfaces results when the drive ratio, Dr, is small. However, as Dr is

increased, schemes 1–4 show signs of numerical instability,‘‘derive’’ from the requirement of a vanishing slip velocity,
a large number of possibilities exist for matching surfaces, while scheme 5 remains stable. The ‘‘robustness’’ of
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FIG. 16. Evolution of the streamfunction distribution for case 23. Contour plots are generated at (a) t 5 32f/4, (b) t 5 33f/4, (c) t 5 34f/4,
and (d) t 5 35f/4.

scheme 5 is the primary reason behind its selection in the in the present study can be traced to the selection and
implementation of vorticity and streamfunction conditionscomputations above.

(2) For the present selection of numerical parameters on acoustic matching surfaces and to the location of these
surfaces. The instability primarily occurs in the form of(Table I), vorticity boundary conditions at solid surfaces

have little impact on computed results. Briefly, results ob- blowup of the vorticity at the matching surfaces, when
derivative conditions on vorticity are used, or close to thetained with first- and second-order approximations of vor-

ticity boundary conditions at solid surfaces exhibited small matching surfaces, when homogeneous Dirichlet boundary
conditions on vorticity are imposed.differences. This result is not surprising since, in all compu-

tations, the grid Reynolds number is small; a limited con- (4) Detailed examination of this phenomenon shows
that the numerical instability occurs when vorticity gener-vergence analysis enabled us to verify that this also leads

to a very weak dependence of the results on the mesh size. ated at solid boundaries migrates towards the matching
surfaces and tends to cross them. This observation is consis-We also find that implementation of different vorticity

boundary conditions on solid surfaces has no impact on the tent with our earlier observation that all schemes are stable
at low drive ratio, in which case the vortices tend to beoccurrence of the numerical instability mentioned above.

(3) The origin of the numerical instability observed confined to a small neighborhood of the plates. With the



NUMERICAL SIMULATION OF A THERMOACOUSTIC REFRIGERATOR 447

FIG. 17. Dependence of the total dissipation, F, on: (a) the normalized Stokes layer thickness (cases 3, 16, 17); (b) the blockage ratio (cases,
3, 9, 15); (c) the stack position (cases 16, 18); and (d) the plate aspect ratio (cases 3, 22, 25).

increase in drive ratio, particle displacements also increase, drop across the stack using the general force balance for
a control volume D enclosed by a surface S,thus triggering the numerical instability. The problem may

be circumvented by extending regions I and III, at the
expense of an increase in computational cost. ­

­t
E

D
rui dV 5 2 E

S
[ruinjuj 1 pni 2 njtij] dA. (4.8)

(5) While several means for overcoming this difficulty
may be conceived—possibly by ensuring fine resolution of
thin vortical structures associated with impingement of Here, n is the outer normal to the surface while tij is

the shear stress tensor. Equation (4.8) is applied to fivevorticity on matching surfaces—we have opted not to pur-
sue such alternatives. Rather, the more stable and accurate subregions of the computational domain, as shown in Fig.

21. We arbitrarily fix a mean pressure value and use thevariant 5a is adopted while ensuring that matching surfaces
are sufficiently removed from the solid plates. integral momentum balance relationships to determine the

unknown pressures: pAB , pCD , pEF , pGH , pIJ , pKL , and,While, as mentioned earlier, schemes 5 remain stable
even when vorticity crosses matching surfaces, the location consequently, the net pressure force acting across the stack,

pAB 2 pGH .of these surfaces is still observed to have some effect on
the computations. Briefly, as long as the matching surfaces An example of pressure force computations is given in

Figs. 22 and 23, which show predictions of unsteady pres-are not placed very close to the plates, the broad features
of the flow and vorticity fields are insensitive to the location sure difference across the stack for two different discretiz-

ations. Figure 22 shows the predictions for case 3 (Tableof surfaces. This further motivates the selection of strong/
inflow weak/outflow vorticity boundary conditions. I). Meanwhile, Fig. 23 is obtained for the same ‘‘physical’’

conditions, mesh size, and time step as case 3; however,(6) However, even the large-scale features of the flow
are essentially independent of the position of matching the matching surfaces have been moved closer towards the

plates by reducing, in domains I and III, the number ofsurfaces; the results still exhibit strong sensitivity to the
location of these surfaces whenever strong vorticity crosses elements along the x-direction.

While Figs. 22 and 23 show several differences in thethem. To illustrate this claim, we compute the pressure
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FIG. 18. Dependence of the mean dissipation, F9, on: (a) the normalized Stokes layer thickness (cases 3, 16, 17); (b) the blockage ratio (cases,
3, 9, 15); (c) the stack position (cases 16, 18); and (d) the plate aspect ratio (cases 3, 22, 25).

corresponding pressure curves, a disturbing observation is son (not shown) of the predictions of Fig. 22 to results
obtained at lower drive ratios and to results obtained forthe saw-tooth shape and lack of symmetry in the curve of

Fig. 23. The origin of the behavior of Fig. 23 can also be the same drive ratio but for larger separation between the
plates and the matching surfaces. In these situations, i.e.,traced to migration of strong vorticity towards acoustic

matching surfaces. This claim is based on detailed compari- when the matching surfaces remain essentially vorticity-

FIG. 19. Scaled total dissipation, F Rea/R3
p , for the same cases of FIG. 20. Scaled total dissipation, F Re2

a/R5
p , for the same cases of

Fig. 17a.Fig. 17a.
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TABLE II

Vorticity and Streamfunction Boundary Conditions

Streamfunction: Vorticity: Vorticity: Vorticity:
Scheme Matching surface Solid surface ‘‘Inflow’’ ‘‘Outflow’’

1a c 5 0 ­c

­n
5 6us (II)

­c

­x
5 ns (II)

­c

­x
5 ns (II)

1b c 5 0 ­c

­n
5 6us (II)

­c

­x
5 ns (I)

­c

­x
5 ns (I)

1c c 5 0 ­c

­n
5 6us (I)

­c

­x
5 ns (I)

­c

­x
5 ns (I)

2a g 5 0 g 5 0­c

­x
5 ns

­c

­n
5 6us (II)

2b g 5 0 g 5 0­c

­x
5 ns

­c

­n
5 6us (I)

3a g 5 0 g 5 0­c

­x
5 0

­c

­n
5 6us (II)

3b g 5 0 g 5 0­c

­x
5 0

­c

­n
5 6us (I)

4a ­c

­n
5 6us (II)

­c

­x
5 ns (II)

­c

­x
5 ns (II)

c 5 0 inflow

­c

­x
5 0 outflow

(I)

4b ­c

­n
5 6us (II)

­c

­x
5 ns (I)

­c

­x
5 ns (I)

c 5 0 inflow

­c

­x
5 0 outflow

(I)

4c ­c

­n
5 6us (I)

­c

­x
5 ns (I)

­c

­x
5 ns (I)

c 5 0 inflow

­c

­x
5 0 outflow

(I)

5a c 5 0 g 5 0­c

­n
5 6us (II)

­g
­x

5 0 (II)

5b c 5 0 g 5 0­c

­n
5 6us (I)

­g
­x

5 0 (II)

(I). First-order treatment of Neumann boundary conditions.
(II). Second-order treatment of Neumann boundary conditions.

free, we find that pressure signals follow essentially the that matching surfaces remain sufficiently removed from
same shape and exhibit similar behavior during acoustic the solid boundaries.
half-cycles. Consequently, although the matching surfaces (7) In an attempt to limit the computational overhead
may not affect the stability of the computations nor predic- by keeping the computational domain as short as possible,
tion of large-scale flow features, it still appears important we have further analyzed the pressure behavior observed

in Fig. 23. Specifically, assuming that it may be of a
‘‘transient’’ nature, we have considered the possibility that
the (‘‘anomalous’’) pressure behavior may be ‘‘cured’’ if
the computations are extended over additional cycles.
However, we find that the curve in Fig. 23 simply repeats
itself essentially unchanged for 12 additional cycles. It thus
appears that the pressure signal is essentially locked into
the behavior mode depicted in the plots.

Hypothesizing that the pressure behavior in Fig. 23 may
be related to the startup procedure used in the computa-FIG. 21. Schematic illustration of the computational domain showing
tions, we have also examined the effects of (a) initializingthe definition of surfaces and subregions for momentum integral computa-

tions. the computations using ‘‘time-periodic’’ results obtained
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instance, for the conditions of case 3 (Table I), memory
requirements are reduced from approximately 13 Mega-
words (Mw) to 2 Mw on the CRAY C90. This is a significant
reduction since the direct inversion technique relies on a
banded storage of system matrices. In addition, significant
reduction in CPU requirement of the velocity inversion
routine, which accounts for most of the computational
overhead is also achieved. For the conditions of case 3,
the velocity inversion routine requires 0.381 s (at 120
Mflops) for the direct solver, while only 0.015 s (at 424
Mflops) is needed by the fast solver. Thus, the fast solver
is roughly 25 times more efficient than the direct solver.

5. SUMMARY AND CONCLUSIONS

FIG. 22. Evolution of the pressure difference across the stack in case
This paper describes the development of a low Mach-3. The matching surfaces are at a distance 2.64H from the plates.

number model for simulation of unsteady flow in a thermo-
acoustic stack. It is based on an a quasi-1D idealization of
the action of acoustic standing waves and detailed 2Dat lower drive ratio and (b) using a smooth initial increase
resolution of flow phenomena occurring in a neighborhoodin the acoustic pressure amplitude. However, we find that
of the thermoacoustic stack. The approximation relies on(1) the startup procedure has only a minute effect on the
a low Mach-number limit of the governing equations whichpredictions when vorticity crosses matching surfaces and
enables us to ignore wave motion within the stack while(2) the final stages of the simulation are independent of
still retaining leading-order compressibility effects. In addi-the initial conditions when matching surfaces are appropri-
tion, a simplified representation of acoustic standing wave,ately located.
in terms of unsteady velocity boundary conditions, is incor-

We conclude this section with brief comments on the porated. This development enables us to overcome the
domain decomposition/fast solver version of the computa- stiff scale complexity of the problem, which is characterized
tions. Based on tests conducted at both low and high drive by large disparity between acoustic wavelength, stack di-
ratios, nearly identical results are obtained using the direct mension, and relevant viscous and dynamical lengthscales.
matrix scheme and the domain decomposition/fast solver. In its current form, the model is restricted to situations
The advantage of the latter approach is that it yields sig- where stratification effects are weak, namely to stacks op-
nificant savings in memory and CPU requirements. For erating at low drive ratio.

A vorticity-based simulation scheme of the governing
equations is constructed. The scheme relies on the Helm-
holtz decomposition of the velocity vector into an irrota-
tional and divergence-free component. Evolution of the
irrotational component follows that of the imposed acous-
tic standing wave. Meanwhile, evolution of the divergence-
free velocity component is found by integrating the vortic-
ity transport equation and inverting the vorticity stream-
function Poisson equation. Time integration is performed
using a third-order accurate scheme, while spatial discreti-
zation is based on second-order finite differences.

Two different means of inverting the streamfunction
Poisson equation, which accounts for most of the CPU,
are developed. The first is based on an unpivoted Gaussian
elimination routine which is applied to perform an LU
decomposition of the system matrix. The second exploits
the special geometry of the stack by developing a domain
decomposition/Green’s function approach. By relying onFIG. 23. Evolution of the pressure difference across the stack, using
Fourier methods in the inversion process, the domain de-the same mesh size and time step as case 3. The matching surfaces are

at a distance 1.32H from the plates. composition scheme achieves a large reduction in memory
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